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Abstract—A fluid dynamic algorithm based on smoothed par-
ticle hydrodynamics (SPH) is proposed for coordination of a team
of unmanned aerial vehicles (UAVs) in a wireless sensor network.
SPH is a Lagrangian particle method typically used to model com-
pressible and quasi-incompressible fluid flows. In this study, SPH
is used to develop a decentralized controller for a swarm of fixed-
wing UAVs, which move in 3-D space under constraints of airspeed
and turning radius. Vector field path-following is used to guide the
swarm towards the goal. We investigate circular, racetrack and
counter-rotating loiter patterns for the UAVs in the goal region.
This fluid dynamics coordination treatment allows UAVs to avoid
collisions with obstacles and other flying UAVs. 3-D simulations
are used to test the SPH-based control algorithm. Simulations were
used to explore special cases, such as the modeling of obstacles with
virtual SPH particles, and the use of a variable kernel to control the
inter-vehicle separation. Finally, an aerial mobile sensor network is
set up using SPH as the control mechanism, and an experimental
characterization of air-to-air and air-to-ground communications
is conducted. The experiments use two ground stations and three
Delta-wing UAVs with a wingspan of 32 inches as nodes. Each node
has a IEEE 802.15.4 ZigBee radio operating in the 2.4 GHz band.
The low computational costs involved in the distributed SPH-based
control algorithm make it an attractive option for implementation
on simple inexpensive microprocessors. The results of simulations
and experiments demonstrate the viability of setting up a mobile
sensor network of inexpensive UAVs based on SPH.

Index Terms—Multi-agent systems, smoothed particle hydrody-
namics, unmanned aerial vehicles, wireless sensor network.

I. INTRODUCTION

NMANNED aerial vehicles (UAVs) have shown great
U promise in the field of mobile sensor networking. A team
of UAVs can be quickly and easily deployed in areas that are
relatively inaccessible from the ground. Potential applications
include diverse operations ranging from atmospheric research
to reconnaissance surveillance and target acquisition (RSTA).
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Based on the nature of their application, UAVs vary greatly in
their weight and size. Large UAVs can carry a lot of equipment
on-board, and are capable of performing extremely complex
tasks. However, they are heavy and pose a danger to life and
property in case of a failure. Moreover, they are expensive
and the cost of failure is extremely high. Small bird-sized
UAVs and micro aerial vehicles (MAVs), on the other hand,
are light-weight and inexpensive. They pose little or no threat
to people or property on the ground and may be reused for
several different applications. Most bird-sized UAVs do not
require a runway or a landing strip. Owing to their low cost,
several small sized UAVs may also be used to operate as a team
to accomplish a given objective. A team of these vehicles can
be programmed to perform various tasks based on cooperative
control algorithms. Traditionally, individual UAVs have been
controlled using simple potential field techniques [1], [2].
Control of UAV swarms require more sophisticated algorithms
[3], or multi-layered algorithms [4], with each layer handling
a specific control requirement, such as collision avoidance,
trajectory tracking etc. The study of mobile sensor networks of
unmanned aerial vehicles and unmanned underwater vehicles
(UUVs) has been the focus area of our research group. Sensor
networks consisting of UAVs are beginning to find applications
in atmospheric research [3], chemical plume-detection [5],
and hurricane tracking [6]. Swarms of UUVs may be used
for oceanographic sensing, monitoring biological activity, and
target detection [7], [8]. One of the challenges has been to
incorporate a single cooperative control mechanism that would
work for both UAVs and UUVs. A common approach is to
use separate algorithms for the control of teams of aerial and
underwater vehicles. This adds to the complexity of the com-
bined system and doubles the effort required for development
and maintenance of such systems. Controllers based on the
dynamics of the fluid environment could work for both of
these multi-agent systems. The difficulty is often associated
with excessive cost of flow computations if the medium flow
dynamics is expected to be resolved. This can be remedied by
using controllers based on smoothed particle hydrodynamics
(SPH).

In this paper, the control of a team of vehicles in a complex
domain is treated as a fluid problem. Considering that fluid par-
ticles do not occupy the same location at the same time, and
they do not penetrate into solid objects, this approach provides
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an intrinsic collision and obstacle avoidance algorithm. There
are several other advantages to a fluid cooperation technique
that are of interest to our group. Cooperation of autonomous
vehicles in a heterogeneous medium (teams of aerial and under-
water vehicles, for instance), can be easily accommodated in a
fluid-based algorithm. In most environmental sensor networking
applications, thermo-fluid information of the medium are avail-
able or calculated in parallel. As a result, this information could
be easily used in a fluid cooperation algorithm. Integration of the
dynamics of the medium, where the vehicles operate, into the
cooperation algorithm could result in significant simplification
of the overall system level complexity of the sensor network.

This paper is divided into two parts. The first part of the paper
describes the theory of SPH-based cooperative control and in-
vestigates, through the use of 3-D simulations, various ways in
which it could be used in the control of a team of UAVs. SPH
was developed to model compressible and quasi-incompressible
fluid flow which, compared to other methods, yields reasonably
accurate results at lower computational costs [9]. Grid-based nu-
merical methods like finite difference methods (FDM) and finite
element methods (FEM) have traditionally been used to solve
problems in hydrodynamics. FDM often uses an Eulerian grid
which is fixed in space and time, and is not deformed by the flow
of matter. In a Lagrangian method material elements are evolved
and there is no fixed grid. Solving problems where there is a
significant material deformation creates numerical challenges
using fixed Eulerian grids. To this end, mesh-free Lagrangian
methods, such as SPH, have significant advantages. SPH uses a
set of particles to model the state of the system. The distribution
of particles does not affect the formulation of SPH, and it can
therefore be applied to problems involving large deformation
and arbitrary distribution. SPH has found wide-ranging appli-
cations in the fields of astrophysics [10], fluid dynamics [11],
and heat transfer [12]. The work of Pimenta et. al. [13] presents
a SPH-based approach for controlling a swarm of robots in a
2-D pattern generation task. This theory was later extended in
Pimenta et. al. [14] to include finite size and differential drive
robots. Huhn and Mohseni [15] used 2-D simulations to demon-
strate the use of SPH in the control of a group of UUVs with
obstacle and adversarial region avoidance.

In this investigation, we apply SPH to the problem of control-
ling a team of UAVs, through 3-D simulations and experiments.
Fixed wing UAVs are non-holonomic vehicles that move in 3-D
space and are constrained to maintain a certain range of airspeed
values. Additionally, these UAVs are subject to turning radius
constraints. The SPH method when applied to the control of a
team of UAVs provides for collision avoidance, uniform region
coverage and dynamic path planning, taking into account the
range and bandwidth limitations of inter-vehicle communica-
tion. The SPH method produces robust, scalable and decentral-
ized controllers for a team of vehicles.

In this study, smoothed particle hydrodynamics is combined
with vector field guidance for the control of a team of UAVs.
Each vehicle is required to avoid collision with obstacles and
other vehicles, and converge on a goal region. The goal re-
gion, in the case of fixed-wing aircrafts, cannot be a set of sta-
tionary points. Fixed-wing aircrafts must maintain a forward
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flight speed in order to remain aloft. The vehicles must, there-
fore, transition smoothly into a desired loiter pattern in the goal
region. Circular, racetrack, and counter-rotating pair vector field
patterns are computed for the goal regions. Circular loiter pat-
terns are commonly used by UAVs in target observation, area/
volume sampling, stationary loitering and waypoint navigation.
Racetrack loitering has uses in convoy protection and in airstrip
approach and landing maneuvers. Possible applications of the
counter-rotating-circular-pair loiter patterns are obstacle avoid-
ance and tracking of a target moving with variable speed by a
team of UAVs. The vector field provides the external force that
drives the team of vehicles towards the goal. The SPH treat-
ment ensures that the vehicles have limited interaction and do
not collide among themselves. The turn-radius limitations and
airspeed constraints for fixed-wing aircrafts are imposed. The
flight paths, velocities and accelerations for a group of vehicles
are simulated in three dimensional space. The first part of the
paper details and analyses the results of the simulations.

The second part of the paper details a typical application
of SPH based cooperative control, which is, setting up of a
mobile sensor network of UAVs. Delta-wing UAVs, with 32
inch wingspan, are used in the experiments. These UAVs are
cheap and dispensable, can be produced in large numbers, and
used in harsh conditions, such as hurricanes, where loss or
damage to the UAVs cannot be avoided. The small size of
these vehicles and their low payload capacity, impose prac-
tical constraints on the available battery power and the antenna
placement. These factors are taken into account while char-
acterizing the communications. The wireless module in each
unit consists of a ZigBee radio interfaced with the micropro-
cessor through the universal asynchronous receiver transmitter
(USART). ZigBee is an industry standard for wireless net-
working developed by the ZigBee Alliance, formed in 2002.
The ZigBee standard is based on the IEEE 802.15.4 specifica-
tion for wireless personal area networks (WPANSs). ZigBee is
meant for applications that require a low data rate and use low
power. Various industry players manufacture and sell ZigBee
compliant radios. Most of them provide link quality evalua-
tion for their radios for both indoor and outdoor environments.
However, these measurements for stationary radios in indoor
and outdoor environments are not necessarily valid for an air-
borne mobile sensor network setup. Moreover, the actual per-
formance depends on several factors like antenna orientation,
antenna height, surrounding enclosure, obstructions, etc. It is
therefore advisable to conduct performance measurements with
the radios installed in their final assembly. The wireless sensor
network used in the experiment consisted of three Delta-wing
UAVs, controlled by the SPH based algorithm, and two ground
station units. Tests were conducted to characterize air-to-air
and air-to-ground communications. Received signal strength
indicator (RSSI) and packet error rate (PER) were used as the
performance metrics.

This paper consists of two major sections: Section II summa-
rizes the theory of smoothed particle hydrodynamics. We then
perform 3-D simulations of different scenarios, illustrating the
capabilities of the SPH based cooperative controller. We also in-
vestigate circular, racetrack and counter-rotating loiter patterns
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Fig. 1. World geometry in 3-D space showing a team of vehicles in their starting position, an obstacle in the center and the goal region in the form of a loiter circle.

for the UAVs in the goal region. In Section III we study a real
world cooperative control application, in which an aerial wire-
less sensor network is set up using SPH as the underlying control
algorithm. The experiment characterizes the air-to-ground and
air-to-air wireless links, and the results are presented.

II. 3D SIMULATION OF A SYSTEM OF FLUID
CONTROLLED VEHICLES

A. Vector Path Following

For certain applications, it may be required to ensure
that a particular UAV is at a particular position in a given
time. Such applications require a stringent trajectory tracking
control mechanism [4]. Trajectory tracking for light-weight
slow-moving UAVs is difficult under gusty wind conditions.
Moreover, such a high level of control is not required for most
applications, including the setup of a wireless sensor network
of UAVs for atmospheric sampling. The alternative is to use
a path following approach [16], which is less constrained in
nature. Path following focuses on guiding the vehicle towards
the path, and maintaining a desired speed along the path. Vector
field path following method allows for such an approach, and
is sufficient for applications such as perimeter surveillance,
air traffic holding patterns, area /volume sampling, and target
search.

For the simulations, we generate a vector field for a world
geometry in three dimensional space consisting of an external
region with an obstacle, and a goal region, as shown in Fig. 1.
The vector field is divided into a goal region and an external
region. This is similar to the belt zone technique used in [17].
The external region is derived by solving Laplace’s equation and
using the goal, world boundaries and obstacles as boundary con-
ditions. The goal region is obtained by superposing circulation
components on the vector field in the vicinity of the goal. Note
that the governing equations for the creation of the vector fields
are linear and, as a result, superposition can be easily employed
to generate more complex vector fields. The following sections
describe the generation of the vector field for both the regions.

Fig. 2. Vector field in the goal region with (a) circular, (b) racetrack, and
(c) counter-rotating loiter patterns.

1) External Region Vector Field Generation: The vector field
for the external region is generated using a harmonic function
which is computed by solving

V24 =0. (1

The finite difference method (FDM) was employed to solve for
the potential field using a maximum value equal to one at the
outer boundaries and the obstacle, and a minimum value equal
to zero for the goal. The gradient of the potential field results in
the desired vector field for the external region.

2) Goal Region Vector Field Generation: Different goal ge-
ometries were created by using a suitable circulation function
in the goal region. A circulation component, given by (2), was
superposed to allow the vehicles to transition smoothly into a
circular loiter pattern, on reaching the goal region

#7(—sinfe, + cosbe,) 0<r<R
Drot = (2711 - %)r(— sinfe, + cosfey) R<r <2R
2
where 7 is the distance from the center of the goal, # is the angle
from the positive x-axis, a is the circulation strength and R is the

radius of the goal. The circular, racetrack and counter-rotating
loiter patterns obtained for the simulation are shown in Fig. 2.
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These loiter patterns in the goal region ensure that the UAVs
continue to maintain a desirable airspeed on reaching the goal.

B. Smoothed Particle Hydrodynamics

We treat the control of the swarm of vehicles as a fluid flow
problem, where each vehicle is treated as a particle in an in-
compressible fluid. SPH can be used to model incompressible
fluids by choosing low Mach number values [9]. The use of SPH
provides a computationally tractable method to control a large
number of UAVs/UUVs in a decentralized way. At the same
time, this treatment allows the entire swarm to be viewed as
a freely flowing incompressible fluid with known predictable
behavior.

1) Interpolation Kernel: The SPH method converts the
governing continuum equations of fluid dynamics to a set of
ordinary differential equations. A differentiable interpolation
kernel, which approximates a delta function, is used to perform
this conversion. There are several forms that this kernel can
take, so long as they satisfy a set of conditions described by
Li and Liu [18]. Commonly used kernels are the Gaussian
function, the quadratic spline function and the cubic spline
function. In this study, we choose the cubic spline kernel for
the SPH calculation. This kernel has a smoothing length, A,
which defines a region that confines the major part of the kernel
function. This provides for computational efficiency since only
the particles in a certain region have to be considered in the
summations. For our purpose, this choice of kernel is preferred
over, say, a Gaussian kernel, in which every particle must be
included in the SPH calculation, even though the contribution
from distant particles is negligible. Moreover, when applied to
the control of a group of vehicles, the smoothing length of the
cubic spline kernel provides for restricted interaction between
the vehicles. This is achieved by choosing a kernel with a
smoothing length A that takes into account the contributions of
only those vehicles that are within the range of communication.
The cubic spline interpolation kernel utilized for this paper is
given by

10 [1-3s24+3s% if0<s<1
W(rh) = -5\ 1(2—9)° ifl<s<2 @3
0 if2<s
where s = ||r|| /h, r is the distance between the two particles,

and h is the smoothing length of the kernel. The choice of the in-
terpolation kernel described in (3) ensures that the contribution
of any vehicle more than 2h away is neglected. The plots of the
cubic spline kernel for three different values of & are presented
in Fig. 3.

2) Artificial Viscosity: Utilizing the interpolation kernel to
transform the classical fluid conservation equations, the SPH
conservation equations for density, momentum and energy of
a single particle are obtained in the form given by [9]

pi = m;W(ry,h)
dv; P, P;

Vi E m; | — + —; +1L; | ViW(rij, h) + Gi
dt p; Py

7

dei 1 PL' Pj
=S my |+ ST | vy VW (g h) (4
dr 222" (p?+p§+ ’J>v] (rigs b))
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Fig. 3. Cubic spline kernel for different values of smoothing length.

where v is velocity, e is energy, P is pressure, r; is the position
vector of particle ¢, p is density, V, is the gradient with respect
to the position of particle 7, G; is the sum of the external forces
normalized by mass m, 7;; = r; — 7, v;; = v; — v; and IL;; is
the artificial viscosity. The artificial viscosity term used here is
the same as the one suggested by Monaghan [9], given by

. = [ (e + Bu) v 1 <0 )
” 0 if Vij * Tij Z 0
where
hvii - T4
ij = % (0)
Iraill” +mn

where o and (3 are positive constants, p;; and ¢;; are the average
density and speed of sound of ¢ and j, respectively and 7 is a
constant to avoid singularities and should be small (n = 0.1h)
to prevent extreme smoothing of the viscous term in high den-
sity regions. Choosing this value for 7 allows smoothing of the
velocity to occur only if the spacing is less than 0.1%. Note that
the viscosity term vanishes when v;; - r;; > 0, which is the SPH
equivalent of the condition V - v > 0.

3) Quasi-Incompressible Flow: Using SPH for the control
of a team of UAVs requires the flow to be modeled as being
incompressible. SPH was designed for compressible flow prob-
lems, but it can be extended to nearly incompressible flow [9].
Compressibility effects can be brought down by choosing a very
small Mach number, M, in an artificial equation of state given

by
. Y
Po

where p,, is the reference density, + is the specific heat ratio, and
B; is the bulk modulus. The bulk modulus is computed using

5 <||v||max>2 | ®
1 M p1,~

The bulk modulus is a ratio of the maximum velocity of the flow
and the Mach number, M . In order for the fluid to be modeled as
nearly incompressible the Mach number needs to be small (0.1 —
0.01), since the compressibility effects are O(M?). By choosing
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Fig. 4. Flow diagram for the SPH simulation for a swarm of UAVs.

Po, the reference density to be equal to that of water, and by
using a low Mach number, the flow of the UAVs is modeled to
be very similar to the flow of a liquid; in this case, water.

C. Control Law

Internal forces due to SPH and external forces due to the
vector field propel the vehicles along their paths toward their
goal. We use a control law for the UAVs which is the same as
the one used by Pimenta et. al. [13] for the control of a swarm
of ground robots. The control law for a vehicle, i, is given by

7 = kiF; + G; €))

where

P, P
F,=— ij <—2 + =3+ Hij) ViW(rij,h) (10)

Pi Pj
Vip
Vil

where k1, ko and k3 are constants, F; represents the inter-ve-
hicle forces due to SPH, and G} is the external force acting on
each vehicle due to the vector field. P; and P; represent the hy-
drostatic pressure computed using (7) for particles ¢ and j re-
spectively.

G;

_k2

(1)

— kav;

D. Simulation

In order to analyze the dynamics of this control algorithm,
simulations were created in the MATLAB environment. A flow
diagram of the simulation is presented in Fig. 4. A typical sim-
ulation run starts with a given number of vehicles arranged in
the form of a three dimensional grid as shown in Fig. 1. Fig. 5
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Fig. 5. Path lines for flow of vehicles from different altitudes into clockwise
circular loiter pattern at (a) time t = 30 s and (b) t = 50 s.
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Fig. 6. Path lines for vehicles as they adjust their altitudes to enter the loiter
circle. This is a view of the path lines, showing the y-z axis. The circular goal
when viewed from this perspective appears as a line segment at z = 25.

shows the path lines of the vehicles as they converge towards
the goal (Fig. 5(a)), and begin to loiter at the appropriate alti-
tude (Fig. 5(b)). The top layer of the grid typically consists of
vehicles that have been placed at an elevation higher than that
of the goal region. The bottom layer has vehicles that are at a
lower altitude compared to the goal region. This forces the vehi-
cles to adjust their altitude during their flight towards the goal as
shown in Fig. 6. In this case, the circular goal is at an altitude of
25 meters, and the vehicles are distributed in two planes, one at
an altitude of 20 meters and another at an altitude of 30 meters.
The path lines highlight how the vehicles gradually converge
to the correct altitude. The SPH based control law ensures that
the vehicles maintain safe distance from each other and avoid
obstacles along their path to the goal. Moreover, SPH forces in
the control equation also ensure that the vehicles loitering in the
goal region are always separated by a fixed distance equal to
twice the smoothing length. This can be used to get the UAVs
into interesting geometric formations during flight.

It is to be noted that each vehicle is required to compute its
own density and hydrostatic pressure, and transmit this infor-
mation to other vehicles within its communication range. This
simplifies the computation to be performed on-board each ve-
hicle. The fact that the smoothing length intrinsically accounts
for the range limitation of inter-vehicle communication permits
the use of simple single-hop broadcast systems operating at low
power.
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(a) (b) (©)

Fig. 7. Distribution of vehicles in a circular pattern for various values of 2 /d
(a) 1.5, (b) 2.5, and (¢) 3.0.

1) Calculation of the Smoothing Length: This simulation
was performed with various values of the smoothing length
h, which is bounded by the range of communication of the
vehicles. Any vehicle outside of the communication range of
R = 2h will not be able to contribute to the SPH dynamics for
that vehicle. The smoothing length controls the inter-vehicle
spacing. In the external region, the inter-vehicle spacing is
required only to prevent collisions between the vehicles. In the
goal region, however, the smoothing length is used to control
the distribution of vehicles. Fig. 7 shows the distribution of
16 vehicles in a circular loiter pattern, of radius 50 meters, for
various values of the smoothing length h non-dimensionalized
by the grid spacing d, which has the value of 4 meters in the
simulation. From these results, it is evident that if the h value
is too low (Fig. 7(a)), then the vehicles will bunch at the goal
and not distribute evenly. On the contrary, if the A value is too
high (Fig. 7(c)) then the vehicles will disperse better but will
cause crowding and force some vehicles out of the nominal
goal centerline. Therefore, the value for ~ needs to be chosen
properly for the number of vehicles and the geometry of the
goal. From Fig. 7, it seems that h/d of approximately 2.5 is
an appropriate choice for the simulation presented. The radius
of the goal circle is 12.5d; therefore the closed curve that the
vehicles are required to converge on is approximately 78.54d.
In order for the 16 vehicles to distribute evenly the spacing
should be 4.909d, which is approximately twice the h value
simulated for convergence. It may be seen that in order to
evenly pack in a large number of vehicles into a given pattern,
the following relation should be satisfied

l

[
"T 9N,

(12)

where N, is the number of vehicles and [ is the perimeter of the
closed curve of the goal. This generalized equation works for all
three types of loiter patterns presented here.

2) Calculation of the Control Gains: The magnitude of the
SPH force, F;, and the gradient force, GG;, acting on the vehicle
1 is modulated by the value of the gains k1, k2 and k3. The SPH
force sets in when vehicles get too close to each other. The gra-
dient force drives the vehicle towards the goal. The magnitude
of the gradient force must be suitably balanced in order for the
vehicle to maintain a desired airspeed. From (11), it can be seen
that in order to maintain an airspeed v, the gains ko and k3 must
satisfy the condition given by (13)

v:‘

The value for the gain k; is estimated such that the force due to
SPH is of the same order of magnitude as the external force F;.

ko

&l (13)
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(a) (b) (©
Fig. 8. Path lines for flow of vehicles around an obstacle into (a) clockwise
circular, (b) racetrack, and (c) counter-rotating loiter patterns.

E. Simulation Results

Utilizing the various vector fields that we discussed earlier,
simulations were conducted to verify if the vehicles will con-
verge on the goal regions and circulate in the desired shapes.
The path lines for an arbitrary circle, racetrack and counter-ro-
tating pair are presented in Fig. 8. After determining that these
circulation patterns were possible using our SPH controller, each
of these goal types was investigated further to characterize their
limitations. First, a simulation was conducted in search of how
to force the vehicles to converge upon a circular goal and dis-
tribute evenly as they circulate about it. An eighty second simu-
lation was performed and the motion of the vehicles is presented
in Fig. 9. The vehicles avoid the obstacle and are guided towards
the circular loiter goal region. Fig. 9(e)—(i) focuses on the se-
quence of vehicle movements when they arrive at the goal region.
The SPH controls the inter-vehicle spacing and determines how
the vehicles are distributed in the goal region. After the vehicles
enter the circle in two distinct groups, some of the vehicles are
initially placed on the nominal goal line and others are on the out-
side trying to procure a space in the goal. As time progresses, ve-
hicles are able to squeeze into the nominal configuration. At the
end of the simulation all of the vehicles have secured a place in the
goal and are rotating with a near constant velocity. The case that
is studied in this run is same as the h/d value that is prescribed
in (12) for the case with no circulation. Therefore, it seems that
the circulation has no effect on the value of h/d necessary for the
vehicles to converge on the goal, assuming that the velocities are
able to fluctuate to allow merging of vehicles into the formation.
During the initial part of the simulation, where the vehicles move
around the obstacle and towards the goal, the external force due
to the vector field dominates. The role of the repulsive inter-par-
ticle forces due to SPH becomes more significant when the par-
ticles arrive at the goal region. This is demonstrated in Fig. 10,
where the magnitude of the two forces F;, due to SPH and G,
due to the vector field, in the direction of motion of one vehicle
are presented. It is to be noted that the forces have been resolved
in the direction of motion, and are, therefore, indicative of the
changes in speed of the vehicle. It is evident that the forces due
to SPH spike when the vehicles enter the loiter circle at approxi-
mately t = 30 s and settle as the spacing becomes adequate. The
gradient force, resolved along the direction of motion, is zero for
most part of the simulation, indicating that it acts to guide the
vehicles without accelerating them.
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Fig. 9. Simulation results of sixteen vehicles for a circular loiter goal with h/d = 2.5. (a)-(d) show the movement of vehicles in the external region consisting
of an obstacle for the first 30 seconds of the simulation time. (e)-(i) show how the vehicles settle into the circular loiter pattern. (a) t = 0. (b) t = 10. (c) t = 20.
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Fig. 10. The magnitudes of normalized SPH and gradient forces acting on a
vehicle.

In addition to the circular goal case, an attempt was made
to characterize the counter-rotating loiter circle pair and deter-
mine what variables affect the convergence of the fleet into two
equally spaced subgroups. Assuming that (12) holds true for this
case, the major variable of concern is the spacing of the two
loiter circles. In Fig. 11, the cases of placing these loiter cir-
cles sufficiently far apart and too close together are examined.
In the case where the loiter circles are sufficiently spaced, as
in Fig. 11(a), the group divides in two and behaves as two in-
dependent single circle scenarios. As the spacing between the
loiter circles is decreased the loiter circles appear to deform, as
may be seen in Fig. 11(b). Even though the path is deformed

(a) (b)

Fig. 11. Counter-rotating loiter pattern with 16 vehicles with a loiter circle
spacing of (a) 0.75 and (b) 0.3.

from the nominal goal prescribed, it seems that the distribution
of the vehicles is divided evenly between the two circles.
Finally, the case of a racetrack loiter pattern was considered
and the path lines for sixteen vehicles in the goal area is pre-
sented in Fig. 12. A less than nominal h/d value was utilized
and the vehicles manage to move around the nominal racetrack
centerline. There is a minor amount of movement away from the
track when the vehicles move around the circular portions of the
course. It was seen, that setting a small value of the circulation
strength, a, in the (2), minimizes the end-effects of the racetrack
pattern. Moreover, in Fig. 12, it is important to note the erratic
motion as the vehicles enter the goal region. Both subgroups of
the flock enter the track at approximately the same time, how-
ever, because the circulation strength is not strong enough, the
vehicles do not smoothly transfer into this loiter pattern. Studies
into the effects of circulation strength, a, were performed and
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(b)

Fig. 12. Racetrack loiter pattern with 16 vehicles showing (a) path lines and
(b) vehicle distribution for lower than nominal 2 /d value.

(b)

Fig. 13. Racetrack loiter attractor path lines for 16 vehicles with circulation
strengths of (a) @ = .0625 and (b) « = .0039.

the results for two different strengths are presented in Fig. 13.
It is evident that as the circulation strength is decreased, the ve-
hicles stay on the centerline of the racetrack better, and the dis-
tortion at the semicircular ends of the racetracks are minimized.
However, with a lower circulation strength, it is also noticeable
that the transitions into the racetrack loiter is not as smooth.
A composite controller is proposed such that the benefits of a
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Fig. 14. Path lines of vehicles in 3-D space, showing their flow over a wall-like
obstacle modeled by virtual SPH particles.

smooth transition into the racetrack and maintaining a tighter
racetrack loiter pattern are achieved.

1) Adaptive Path Planning Using Virtual SPH Particles: In
some applications, we may need to specify an adversarial region
which the vehicles are required to avoid. In other cases, vehi-
cles may be equipped with short range sensors (optic flow sen-
sors, for instance) to detect obstacles in their path. Discovery of
such obstacles during flight requires an immediate change in the
flight path. As SPH particles exert repulsive forces on particles
in their neighborhood, it is possible to model obstacles or ad-
versarial regions with one or more virtual SPH particles. A row
of such virtual particles may be used to represent a wall-like ob-
stacle. 3-D simulation runs with such a wall modeled using vir-
tual SPH particles forced the vehicles to change their path. The
vehicles were seen to avoid the wall by moving over it. Fig. 14
shows one such simulation run in which a swarm of vehicles
move from the left, towards the goal in the right, flowing over
the wall-like obstacle. The fact that stationary SPH particles can
model obstacles allow for dynamic path planning for vehicles.
Whenever a vehicle senses an obstacle in its path, it can model
it as a virtual SPH particle. This will cause the vehicle to adapt
to its immediate surroundings, avoid adversarial regions and ob-
stacles using the same SPH mechanism at little extra computa-
tional cost. It should be noted that the virtual particles need not
be stationary. In more complex applications, these particles may
also be used to model moving obstacles.

2) Adaptive Coverage Optimization Using Variable
Smoothing Length: The smoothing length h controls the
inter-vehicle separation. In the external region of the simulated
world geometry, the value of the smoothing length should
be chosen to prevent collision between the vehicles as they
travel. However, in the goal region, the value of the smoothing
length should be chosen for the uniform distribution of the
vehicles. The smoothing length, &, in the goal region should,
therefore, be different from the value of h when the vehicles
move towards the goal. In order to achieve this behavior, a
spatially-varying smoothing length is used in the simulation.
The smoothing length of the vehicles is changed as they enter
the goal region. The vehicles are able to enter the goal region
more tightly packed and then expand to an equal distribution,
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resulting in better performance. In some applications, a tempo-
rally-varying smoothing length may be used, in which the value
of the smoothing length is globally changed at a given time.

Changing the smoothing length also allows for readjustment
of inter-vehicle separation in the goal region in case of failure
of one or more units. If a swarm of UAVs lose a few units on
the way to the goal region, the value of h can be recalculated
using (12). This would allow for uniform coverage in the goal
region regardless of the number of vehicles. This technique is
limited in its application by the fact that it requires a central-
ized control mechanism to keep track of the number of func-
tioning units. However, if the maximum inter-vehicle separation
in the goal region is smaller than the communication range, it
would be possible for each vehicle, in the goal region, to adap-
tively change its value of h based on the number of vehicles
it is able to communicate with. Alternatively, a decentralized
mechanism for adaptive coverage optimization may be devised
using the fact that in the types of goal regions described ear-
lier, any given vehicle interacts with exactly two neighboring
vehicles in an optimal arrangement. In Fig. 12, the vehicles are
not distributed uniformly in the racetrack loiter pattern, as the
value of the smoothing length A is lower than nominal. How-
ever, as the vehicles settle to their steady state velocities, the
SPH forces of interaction between the vehicles is limited to its
immediate neighbors. Every vehicle, other than the two vehicles
at the extremities, interact with exactly two other vehicles. This
information may be used by the network, to adaptively tune the
inter-vehicle spacing to approach optimal coverage. The vehi-
cles that sense fewer than two neighbors, will respond by in-
creasing their smoothing length in small increments. Addition-
ally, they will transmit the new value of the smoothing length,
h, to their neighbors, causing them to adjust their values of h,
until the system converges to a optimal coverage distribution. A
SPH controlled wireless sensor network, set up in this manner,
is decentralized and has self organizing capabilities. Moreover,
in a single-hop wireless sensor network, each node can receive
data from only those nodes that are within its communication
range. In a SPH-based controller, this limitation imposed by the
communication range is inherently accounted for by means of
the smoothing length. The SPH-based controller does not re-
quire information about any node that lies outside the smoothing
length, and therefore, exhibits no degradation in performance
due to range limitations.

III. WIRELESS COMMUNICATION CHARACTERIZATION

Having developed a theoretical foundation for SPH based co-
operation backed by 3-D simulations for various scenarios, we
deployed it in a simple wireless sensor network consisting of
two ground stations and three aerial vehicles. We, then, used this
SPH driven wireless sensor network, to characterize the IEEE
802.15.4 ZigBee based wireless communications. A number of
previous work [19]-[21] focus on characterizing 802.15.4 ra-
dios at 2.4 GHz in stationary indoor and outdoor environment.
However, it is for the first time that performance measurements
are being conducted on the 802.15.4, 2.4 GHz ZigBee radios on
a mobile network using aerial vehicles of this scale. The data
collected from the experiment is also valuable in determining
the bounds on some SPH parameters. The subsequent sections
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pilot control
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Fig. 16. CUPIC autopilot weighs 19 grams and is 6 cm X 3 cm X 1.4 cm in
dimensions.

will focus on describing the wireless characterization experi-
ment and its results.

A. Hardware Configuration

1) The Delta-Wing UAV: The Delta-wing aircraft shown in
Fig. 15 weighs less than 0.5 kg and has a wing span of 0.8 m. The
design of these vehicles is relatively simple and it is easy to pro-
duce them in large numbers, and equip them with an autopilot
for fully autonomous operation, including take-off and landing.
Thus, these Delta-wing UAVs are highly suited for wireless
communication characterization tests using the SPH based con-
trol system. The distributed logic for the SPH-based control was
implemented on the microprocessor on the CUPIC.

2) The Cupic Autopilot: The CUPIC, shown in Fig. 16 is
an autopilot system developed entirely in the University of
Colorado at Boulder [22]. Several studies [2], [5] have shown
that it is possible to achieve fully autonomous operation of
a small UAV by means of a simple autopilot equipped with
a limited number of sensors. The CUPIC, in its most basic
design, consists of an on-board processor, a single axis rate
gyro to sense roll rates, an absolute pressure sensor for altitude
sensing, and a GPS receiver for positioning. The board includes
the Digi XBee PRO radio and Fastrax Itrax 03—-02 GPS, and
detachable ADXRS150EB single axis rate gyros. The CPU
used in the CUPIC autopilot is Microchip’s PIC18LF8722. The
on-board program is written in the C programming language.
This program outputs commands to the motor and servos via
the on-board PWM interface. The program has built-in routines
to account for short term blackouts in the GPS signals and the
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TABLE 1
WIRELESS SETUP

Wireless Module Digi XBee Pro
MAC and PHY Protocol IEEE 802.15.4
Frequency 2.4 GHz
Transmit Power 10mW
Data Rate 57600 baud
Packet Size 64 bytes
Transmission Frequency 100 Hz

noise and drifts in the sensors. The autopilot has been proven to
be fully capable of stable autonomous flight on a wide variety
of MAVs including Delta-wing aircrafts [5], Warping-wing
aircrafts, and Gust-insensitive aircrafts [23].

3) The Ground Station: The Ground station allows the trans-
mission of commands to the CUPIC and the reception of teleme-
tered data from the CUPIC. The ground station consists of an
XB Pro Radio Unit and a graphical user interface to view the
telemetered data real-time. The graphical user interface includes
launch and land command options, and options to change the
loiter center co-ordinates and radius of each UAV separately.
The ground station, in its current version, supports the control
of five aircrafts simultaneously.

4) Wireless Setup: The wireless setup consists of IEEE
802.15.4 compliant Digi’s XBee Pro radios operating in the
2.4 GHz band. Digi’s XBee Pro radios conform to the ZigBee
standards and are small, light-weight and easily interfaced with
the PIC processor via a serial interface. The transmission is set
to broadcast mode. Air-to-air links are set up between the UAVs
and air-to-ground links are setup between the UAVs and the
ground stations. The radios on the UAVs transmit and receive
packets to and from all UAVs in range. The ground stations
simply receive packets from the UAVs and do not transmit any
packets. Acknowledgments and retransmissions are disabled
in order to measure packet error rates. The transmit power
is set to the lowest level of 10 mW. The data rate is set to
57600 baud and the software transmits packets at 100 Hz. The
size of each packet is 64 bytes. Multi-hop routing was disabled
for the wireless setup. The details of the wireless parameters
are summarized in Table I. The UAVs are commanded to move
in circles of radius varying from 50 meters to 100 meters, at an
altitude of about 50 meters from the ground. Two ground sta-
tions are positioned on either side of the loiter area of the UAVs
in such a way that the UAVs are always within transmission
range of at least one ground station. This set up ensures that
position data from all the UAVs is available at all times during
the experiment. This provides an accurate measure of packet
loss in relation to the distance between a UAV and a ground
station.

B. Experimental Results

Experiments were conducted on open grounds with few trees
and electric poles on the ground. The ground station was set up
on the ground with no trees within 100 meters of the antenna.
The ground station radio did not transmit any packets; it simply
received packets from the UAV radios. The UAVs performed
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Range

Ground station 1 Ground station 2

Fig. 17. Two-receiver setup ensures that the UAV is always within communi-
cation range of at least one ground station.

loiter circles of radius 100 meters at an altitude of about 30 me-
ters from the ground. The two ground stations were positioned
400 meters apart. The three Delta-wing UAVs were uniformly
distributed in the circular loiter pattern, the center of which was
gradually shifted from one ground station to the other. The UAV
radios transmitted packets to the ground station and other UAVs
in broadcast mode. The UAV radios also received packets from
other UAVs. A simple checksum was used to determine if a re-
ceived packet was valid. Invalid packets were discarded and no
retransmissions were attempted. The packets used in the com-
munication were given sequential packet numbers and the gaps
between the packet numbers were used to determine the number
of packets being dropped in the RF link. Packet error rate (PER)
and received signal strength indicator (RSSI) were used as per-
formance metrics. It must be noted that RSSI values are not
available for dropped or invalid packets. Thus, the RSSI is not
very useful in the outer fringes of the communication range
with high PER. Taken together, the RSSI and the PER measure-
ments provide the required characterization for the communica-
tion links. Another communication consideration for the appli-
cation is the packet gap size. Packet gap size is the total number
of consecutive packets that were dropped in the transmission.
Though the application has some level of tolerance for dropped
packets, large sized gaps can adversely affect the functioning of
distributed algorithms which depend on the data received from
other nodes. Thus, it is important to characterize how the packet
gap size varies with distance. The scatter plot for the packet gap
size versus distance from the ground station is shown in Fig. 18.
The plot shows a marked increase in the packet gap size as the
distance from the ground station increases. However, at the edge
of the communication range, about 200 meters in this case, the
packet gap size seems to drop off to low values. This portion
of the data is misleading, as very few packets get successfully
transmitted beyond the communication range. A bulk of these
dropped packets get assigned to the distance values just prior to
the range. It should be understood that neither RSSI nor packet
gap size may be used to characterize the communication at the
outer limits of the communication range.

A range test was conducted for the air-to-ground links. The
received signal strength indicator provided by the XBee RF
Modules measures the signal strength in dB. The XBee radios
were found to receive data correctly up to an RSSI of about
—80 dB, but at lower RSSI values, the packet errors increased
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significantly. It should be noted that RSSI data was not recorded
for packets that failed the checksum test. Thus, the RSSI data has
no information about the packets that were invalid or dropped.
The scatter plot of the mean RSSIin dB versus the distance from
the ground station is shown in Fig. 19. From the plot, it is seen
that RSSI values are not available for air-to-ground links beyond
a distance of 200 meters from the ground station. This indicates
that the effective range of air-to-ground communication is 200
meters. The values range from a maximum of —45 dB at the
vicinity of the ground station, to about —75 dB near the limit of
the communication range. A similar range test was conducted
for air-to-air RF links. The scatter plots of the received signal
strength in dB versus the separation between the aerial vehicles
is shown in Fig. 20. Though the transmit power of the nodes
is the same, the air-to-air links seem to perform better than the
air-to-ground links. The RSSI for air-to-air drops off with the
distance of separation, in a manner similar to the air-to-ground
links, but at a slightly reduced rate. Moreover, the RSSI values

ig. 19. Received signal strength (air-to-ground) versus distance from the ground station.

for air-to-air links are available through a greater range of dis-
tance. In the case of air-to-ground links, the RSSI values are
largely absent beyond 200 meters, whereas in the air-to-air links,
valid data packets are received up to a distance of 500 meters.
RSSI may be used for estimation of inter-node distances
using a log-normal radio propagation model [24]. The path loss
exponent (PLE), a key parameter in the log-normal model, is
obtained from the slope of the linear regression of RSSI on
distance in the logarithmic scale, using
Pdu = —10nlog(d7;j) + Pdy (14)
where Pd;; is the RSSI in dB measured for the communication
link from node ¢ to node j, n is the path loss exponent, d;; is
the distance between the nodes ¢ and j, and Pd), is the y-inter-
cept of the linear fit. The plot of RSSI versus log of distance of
separation for air-to-air links is shown in Fig. 21. The value of
the PLE, n calculated from this plot for air-to-air links is 0.93.
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Fig.21. Determination of path loss exponent using the plot of RSSI versus log of the inter-node separation (air-to-air). The slope of this plot, with its sign reversed,

gives the value for the path loss exponent.

Similarly, the PLE for air-to-ground links was estimated to be
1.50. This difference in PLE clearly demonstrates that the signal
strength drops off more rapidly in the air-to-ground links than
in the air-to-air links.

As mentioned earlier, RSSI data and packet gap size data have
limited usefulness near the limits of the communication range.
It is, therefore, important to characterize the packet errors to
obtain a more complete picture of the wireless transmission.
Fig. 22 shows a bar chart detailing the number of packets suc-
cessfully received and the number of packets dropped for var-
ious distances of the UAVs from the ground station. The number
of packets dropped increase rapidly with distance and very few
packets are successfully received beyond the distance of about
200 meters. This confirms the estimate for the communication
range made earlier. The PER metric is calculated as the per-
centage of failed packets to the total number of packets trans-
mitted. The plot for PER versus distance from the ground station
is shown in Fig. 23. The PER curve is useful in characterizing

the communication throughout its range. It shows how the error
rate increases with increasing distance from the ground station.
Based on the application, a cut-off point may be chosen as the
effective range of communication. The maximum value that can
be chosen for the smoothing length £ is limited by the communi-
cation range experimentally determined above. If the smoothing
length is chosen to be less than half the communication range,
it would not affect the performance of the SPH algorithm. This
is because the SPH algorithm does not care about vehicles that
are more than 2h distance away. It may be reasoned that this
is not a severe limitation when SPH acts to prevent collisions.
However, communication range does limit the size of the goal
region for a given number of vehicles in the swarm.

‘With this communication characterization information, an ex-
periment was performed to measure the SPH control forces gen-
erated when two vehicles approached each other with varying
speeds. The smoothing length for the kernel was set to 42 me-
ters. The UAVs exchange data packets that contain information
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Fig. 24. Forces due to SPH vs the separation between the vehicles. Each sequence of data points that trace a spline-like curve, represent one pass of vehicle
approaching each other with a certain relative velocity.

about their position, their hydrostatic pressure and their density. fined earlier. The plot for the SPH force as seen by one of the
This data was used to compute a force based on SPH laws de-  vehicles is shown in Fig. 24. It may be noted that the force due
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to SPH is zero when the vehicles are separated by a distance
greater than twice the smoothing length, k. The forces due to
SPH are generated only when the vehicles are closer than twice
the smoothing length. The forces are negative, which in our con-
vention translates to a repulsive force. Thus, this force tends to
push vehicles away from each other when they get too close. As
the forces due to SPH are zero for vehicles that are far apart, it
is not affected by vehicles that are outside the range of commu-
nication. The plot shows several values of SPH force generated
based on the distance between the vehicles and their relative
velocity of approach. Each sequence of data points that trace
a spline-like curve, represent one pass of vehicle approaching
each other with a certain relative velocity. In the experiment
with three Delta-wing vehicles, the SPH forces caused the ve-
hicles to maintain a uniform inter-vehicle separation within the
loiter circle. The control gains were manually tuned to obtained
faster convergence. The experiment uses a fixed value for the
smoothing length, h, but a variable h could have been used, in
the same way as it has been used in the simulations. The ex-
periments allowed us to access the merits and demerits of the
SPH controller in a typical real world application. It was seen
that SPH algorithms could execute under stringent processing
and memory constraints. It was demonstrated that it was com-
putationally feasible to set up a SPH-based wireless network
using low-powered Zigbee radios, controlled by the same 8-bit
processor that executed the SPH-based control algorithm. The
experiments reproduce the simulation results for multiple aerial
vehicles in a circular loiter pattern. Further, the experiments may
be seen to complement the simulation results obtained for the
SPH-based controller, and provide useful information for set-
ting up WSN applications.

IV. CONCLUSION

In this study, smoothed particle hydrodynamics (SPH) com-
bined with vector field path following was used to control a
group of UAVs. Several simulation runs in 3-D space were
executed to investigate the different ways in which the SPH
based controller could be used for a team of UAVs. The study
assumes that the UAVs are 32 inch fixed wing aircrafts that
move in 3-D space, maintaining a minimum velocity neces-
sary to keep them afloat. The turning radius limitations for
the UAVs are also taken into account in the 3-D simulations.
Appropriate values for the smoothing length, h, and the control
gains for optimal coverage were calculated as functions of
the goal geometry, the number of vehicles and the desired
airspeed that the vehicles needed to maintain. The circular,
racetrack, and counter-rotating loiter patterns for vehicles in
the goal region were studied. It was shown that the circulation
component in the vector field does not have an effect on the h
value required for equal spacing in the goal region. Simulation
runs were conducted with additional virtual stationary SPH
particles placed in the path of the moving vehicles, demon-
strating the use of virtual SPH particles to model obstacles
or adversarial regions. This mechanism allows the vehicles to
dynamically change their paths when they sense an obstacle.
The simulation used a variable smoothing length to control the
inter-vehicle separation. This allowed the vehicles to travel in
more densely packed groups when they were away from the
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goal region. Moreover, it was argued that adaptively changing
the smoothing length could provide a mechanism to maintain
uniform coverage in the goal region in the case of failure of
one or more UAVs. SPH, therefore, was seen to provide several
useful functionalities for the control of a swarm of UAVs at a
low cost of computation. Finally, an experiment was conducted
to create a simple wireless sensor network of UAVs using SPH
for control. ZigBee radios, set to their lowest transmit power
levels, were used for communication. The results of characteri-
zation of the air-to-air and air-to-ground communication links
were presented. Received signal strength indicator (RSSI), path
loss exponent (PLE), and packet error rate (PER) were used
as metrics to characterize the wireless communication. The
communication range imposes limitations on the maximum
value of h, which, in turn, limits the size of the goal region for
a given number of vehicles. The experiment demonstrated the
viability of setting up a SPH-based wireless sensor networks
of aerial vehicles, with minimal power and computational
requirements. Moreover, the experiments highlighted an area
of improvement. The use of vector path following along with
the SPH algorithm results in a complex system with slightly
increased computational loads. A SPH-only controller that
works without the externally applied forces would further sim-
plify the entire system. Our group has developed an SPH-only
controller that obviates the need for the traditional vector path
following algorithm, relying entirely on SPH for all control
and navigation requirements. This will be the topic of a future
publication. Summarizing, SPH methods provide very useful
mechanisms for the control and co-ordination of a swarm of
UAVs. The distributed nature of the computation allows it to be
implemented on very basic on-board microprocessors, thereby
reducing the overall cost of each unit. It fits in well with the
vision of using a large number of small inexpensive UAVs to
achieve mission-level autonomy in the performance of complex
tasks.
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